The combined perception of emotion from voice and face: early interaction revealed by human electric brain responses
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Abstract

Judgement of the emotional tone of a spoken utterance is influenced by a simultaneously presented face expression. The time course of this integration was investigated by measuring the mismatch negativity (MMN). In one condition, the standard stimulus was an angry voice fragment combined with a (congruous) angry face expression. In the deviant pair, the voice expression was kept the same and only the face expression changed to an (incongruous) sad face. The pairs with a deviant visual item evoked a negative electric brain response showing the characteristics of the MMN, which is usually evoked only by auditory deviations. Similar results were obtained by employing incongruous standard and congruous deviant pairs. These findings provide compelling evidence of an early integration of face with voice information in the processing of affect.
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Organisms are equipped with multiple sensory systems that each provide inputs via separate routes. Well known cases include ventriloquism (visuo-spatial integration) and audiovisual speech (illustrated most dramatically by the fact that a heard /ba/ and a seen /ga/ are reported as a /da/ [12]. In this last case multiple input routes create redundancy as the same information is provided twice, once by the ears and once by the eyes. Does this actually lead to crosstalk between the modalities? If so, one would expect a faster and more efficient response [17]. Crosstalk should be particularly important for domains of information like those of language or emotions that are of vital importance for the organism.

Simultaneous inputs represent a familiar situation for organisms thriving in natural environments, yet currently only a few instances of multisensory perception have been studied in the laboratory. An entirely novel case was discovered recently and concerns the concurrent recognition of emotion in the voice and the face [3,11]. With concurrent presentation of a face expression and a voice expression, the voice has a strong impact on recognition of the face expression. Likewise, a face expression has a strong impact on the recognition of the emotion expressed in the voice. When the expression of the face is congruent with that of the voice subjects are faster in recognizing the information presented in the two channels that in one channel only. While shorter response latencies indeed suggest that organisms exploit multiple inputs in the interest of faster and better behavioral response, they do not by themselves provide evidence in support of early integration. Shorter latencies are equally compatible with a race model, that is, each input is processed independently and the fastest process determines the outcome. However, it seems to be in the interest of time and accuracy of behavioral response that redundancy should be exploited on line by a mechanism that integrates the two input channels as they come in, rather than juxtaposing them and letting intrinsic speed decide the outcome. Based on these conjectures, we asked whether already in the early stages of processing the emotional tone of a vocal expression, information from a face expression would...
have an impact. The most appropriate methodology for investigating this issue is provided by electrophysiology. The method of recording electric brain responses (ERPs or event-related potentials) has been applied successfully to address issues of time course of cognitive processes at stake in understanding language. Different components of the brain’s electrical response to stimuli have a characteristic profile corresponding to different aspects of the stimulus situation and response (for a recent analysis see [10]. The ERP methodology has been applied to understanding processing of faces [8] and of spoken words with emotional valence [5]. One specific electric brain response is known to be sensitive to stimulation in the auditory modality only, that is, the mismatch negativity (MMN) [14]. The MMN is elicited by a low-probability deviant stimulus in a repetitive train of standard auditory stimuli. It is not under attentional control (but see [20]), and is taken to reflect the functional content of the auditory representations.

Paradoxically, the auditory basis of the MMN makes it also suitable for studying crosstalk between audition and vision. Recently, the MMN has been employed to gather evidence for processing of auditory inputs presented in combination with visual stimuli, and it was found that the properties of the visual stimulus have an impact on the auditory representation and the MMN. Surakka et al. [18] studied the effect of the emotional valence of a picture on the MMN. The result is that the amplitude of the MMN was significantly attenuated when pictures of positive valence (and low arousal) were viewed as compared to pictures of neutral or negative valence. In another study with a similar type of experimental design as in the current experiment, Sams et al. [16] recorded over the left hemisphere the magnetic counterpart of the MMN (MMN\textsubscript{m}) evoked by the auditory presentation of a Finnish syllable /pa/ that was contingent upon a low probability change in the concurrent visual presentation of face and jaw-movements from those belonging to /pa/ to those belonging to /ka/. Subjects perceived either /ka/ or /t/ (cf. the McGurk effect). Sams et al. [16] observed a MMN\textsubscript{m} which started at 180 ms and was localized in the supratemporal auditory cortex.

We exploited the MMN for tracing the early influence of face expressions on processing of the affective tone of the voice. Seven male participants (25 ± 1 years old) received concurrent affective voice and face stimulation. In the EEG experiment the subject was instructed to pay attention to the faces and ignore the auditory stimuli. The faces were taken from the well known Ekman-Friesen set and the voice fragments were short sentences produced by semi-professional actors. Six congruous and six incongruous audio-visual pairs were each presented 140 times in random order to the participants. A congruous pair (angry voice, angry face) served as standard on 85% of the trials, and the same voice fragment combined with an incongruous expression (angry voice, sad face) served as the deviant on 15% of the trials. In the second experimental condition standard and deviant pairs were exchanged. The voice fragment (duration 980 ± 216 ms) started with a variable delay (750–1250 ms) after the onset of the presentation of the face for 2500 ms to reduce interference of the brain response elicited by the faces with measurement of the MMN. The variable intertrial interval (measured from the offset of the visual stimulus) was 0.5–1 s. The brain responses were recorded from Ag/AgCl electrodes placed at F3, Fz, F4, C3, Cz, C4, P3, Pz and P4, all referenced to the nose [14]. The EEG was sampled at 250 Hz (amplification 25000) using an analog bandpass of 0.03–70 Hz (rolloff −12 dB/oc). The impedances were kept below 5 k\textohm. Eye movements and blinks were monitored by six EOG electrodes (in two vertical and one horizontal bipolar derivation), and were corrected offline [19]. Trials with other artifacts were discarded. AEPs were averaged (a minimum of 91 trials, range 91–120 per condition) time-locked to the auditory stimulus. A 125 ms pre-stimulus time interval was used as baseline. Digital high-pass filtering (6 Hz, rolloff −24 dB/oc) further eliminated the interference of the visual response. We showed behaviorally that the -system is tuned to combine this dual input [3], and see also Table 1 for separate behavioral results with the current stimulus set. If integration takes place very early during processing of the vocal expression, this will be reflected in an MMN. If not, only the visual ERP components will show evidence of processing of the face.

The results showed that an early auditory brain response is elicited at F3, Fz and Cz (latency 178 ms; Fig. 1a, bold line) when after a number of presentations of a voice-face pair with congruent expressions, a pair consisting of the same voice expression but a different face expression is presented. The same result was found when a congruous voice-face pair follows after a number of incongruous pairs (Fig. 1a, thin line). The MMN was measured from these difference waves which were obtained by subtracting the standards (preceding the deviant stimuli) from the deviants. The average amplitudes in the interval from 172 to 184 ms were entered into a repeated measures Analysis of Variance (ANOVA) with the factors Congruence (congruent or incongruent), Anterior-Posterior Electrode Position (frontal, temporal auditory cortex.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>Angry face (ms)</th>
<th>Sad face (ms)</th>
<th>Paired t (d.f. = 7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angry voice</td>
<td>532 ± 148</td>
<td>575 ± 144</td>
<td>3.87***</td>
</tr>
<tr>
<td>Sad voice</td>
<td>545 ± 157</td>
<td>501 ± 109</td>
<td>2.28</td>
</tr>
</tbody>
</table>

**P < 0.05; ***P < 0.001. In a separate behavioral experiment, eight different participants from the ones in the EEG experiment (21 ± 2 years old) were presented five times with 24 congruent (four sad faces paired with three sad voice fragments and four angry faces paired with three angry voice fragments) and 24 incongruent stimulus pairs (four sad faces paired with three angry voice fragments, and vice versa). The participants were instructed to label the voice expression as fast as possible. Button press Reaction Times, measured from the onset of the stimulus, were slower for incongruent pairs.**
Results indicated that the MMN was larger at left and mid-line sites than over the right hemisphere, at frontal ($F_{2,12} = 7.33$, $P < 0.05$, Greenhouse-Geisser $e = 0.67$) and central ($F_{2,12} = 4.15$, $P < 0.05$, $e = 1.0$) but not at parietal ($F_{1,12}$, n.s.) chains of electrodes (Fig. 1b). The MMN was maximal at Fz, where it (tended to) differ from zero voltage baseline for both congruous (tested separately by one-way ANOVA, $F_{1,6} = 5.23$, $P = 0.06$, mean $= -0.62 \pm 0.27$ mV (SEM)) and incongruous ($F_{1,6} = 21.81$, $P < 0.01$, mean $= -1.0 \pm 0.22$ mV (SEM)) deviants, which do not differ significantly from each other ($F_{1,6} = 2.93$, n.s). Neither a main effect, nor any interactions were found for Congruity.

When time-locked to the presentation of the face, the brain responses evoked by the deviant faces (Fig. 2a) showed a large positivity at 535 ms that is clearly later than the face-specific positive ERP component, which usually occurs at around 200 ms [8]. A second repeated measures ANOVA on the average amplitudes of the visual difference wave between 485 and 585 ms showed that this positivity was significantly different from zero voltage baseline (tested separately by one-way ANOVA, $F_{1,6} = 16.07$, $P < 0.01$). Its amplitude was larger at central and parietal than at frontal electrodes ($F_{2,12} = 6.03$, $P < 0.05$, $e = 0.61$) and it was also larger over midline than over lateral electrodes ($F_{2,12} = 12.91$, $P < 0.01$, $e = 0.90$; Fig. 2b). Neither a main effect, nor any interactions were found for Congruity. The oddball paradigm (the series of standards and deviants), the instruction to attend to the faces (that were the changing stimuli), and the distribution (Pz maximum) and the latency of the peak (535 ms) are all arguments that favor an interpretation of this positive deflection as an instance of P3 [6]. This in turn suggests that the subjects were indeed attending to the faces.

These ERP results extend significantly our previous behavioral evidence of crossmodal bias [3]. They highlight that...
this is a mandatory process, a claim that was so far only based on behavioral results showing the same pattern as for the McGurk illusion and the ventriloquism effect [2]. Most importantly, this study provides unique information about the time course. Audiovisual integration takes place early on during the perceptual process, at the latest at 178 ms after voice onset, thereby strongly suggesting that the integration of face and voice processing occurs before both have been (fully) processed independently. Finally, the fact that the type of the stimulus pair combination was not relevant in evoking the MMN (that is, no main effect nor interactions involving Congruity) seems to indicate that the integration involves low-level perceptual features.

The ERP method was adopted because of its potential for addressing issues of timing, but with its low spatial resolution it cannot contribute directly to the identification of brain regions implicated in this crossmodal interaction. Indirectly though our result offers some indications. With regard to the neural pathways responsible for the early audio-visual combination, it should be noted that the primary neuroanatomical source of the MMN is usually localized in the supratemporal cortex [14]. For language stimuli, it is in the left supratemporal cortex [15], which is compatible with the present lateralization of the MMN. Furthermore, neurons in the temporal lobe (especially in the posterior areas of the superior and medial temporal lobe) respond selectively to faces and facial emotions as shown by single-cell recordings of monkey brains [1] and intraoperative recordings of awake humans [7]. Information from the facial expression might be routed via direct cortico-cortical pathways or be relayed via subcortical structures such as the amygdala so far known for its important role in facial emotion recognition [13]. However, there is some evidence that amygdala does not (directly) participate in the generation of the MMN to simple tones. Kropotov et al. [9] studied six patients who had intracranial electrodes implanted in several different anatomical sites. No MMN could be recorded from electrodes placed in amygdala, hippocampus, basal ganglia nor the ventrolateral nucleus of the thalamus. The only sites eliciting MMNs were Brodmann areas 21 and 42 (in the temporal cortex).

Our study suggests that crossmodal processes involved in perception of multiple emotional cues are a topic of investigation in their own right extending the scope of emotion research beyond the more familiar studies of either face or voice processing in normals and their associations or dissociations in brain damage. Our results also point to the possibility that some brain disorders might specifically affect audiovisual perception even with spared processing in each separate modality [4].