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# Multisensory Perception of Emotion, Its Time Course, and Its Neural Basis 
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## Introduction

Our senses provide information that often appears to arrive simultaneously from the same spatial location but via different modalities, such as when we observe a noisily bouncing ball, hear a laughing face, or see a burning fire and smell smoke. To the observer, spatial and temporal contiguity offers a strong incentive to draw together sensory cues as deriving from a single object or event. Cross-talk between the senses is probably adaptive. By reducing stimulus ambiguity and by insulating the organism from the effects of environmental noise, cross-talk between the senses improves performance. At the level of subjective experience, multisensory integration contributes to a sense of self and an intensified presence of the perceiver in his or her world. This aspect of multisensory integration is particularly reletant for multisensory perception of emotion, which is the focus of this chapter. Indeed, disorders of sensory integration have been associated with loss of the sense of self, as has been documented in schizophrenia (Bleuber, 1911; de Gelder, Vroomen, Annen, Masthof, \& Hodiamont, 2003; de Gelder, Vroomen, \& Hodiamont, 2003).

Audiovisual emotion perception: A new case of pairing based on event identity pairings

Facial expressions and emotional voice expressions are complex visual and auditory stimuli, whereas multisensory research has traditionally addressed very simple phenomena, such as the combined processing of a light Mash and a sound beep. It was found that in such combinations, the presentation of a weak light flash enhanced localization of a weak auditory stimulus preGented simultaneously. Many researchers in the field of multisensory perception have argued, either implicitly *r explicitly, that focusing on simple stimuli is the safest foute to understanding more complex stimuli. One
well-known exception to this bias in favor of physically simple stimuli is audiovisual speech. Another is the audiovisual perception of emotion, which we present here.

Complex cases are inherently of greater interest because they concern situations that are more typical of the rich environment in which the brain operates. Perhaps of more importance, complex cases are also more likely to correspond to environmental situations that resemble constraints the brain faced in the course of evolution. The simplicity of a stimulus as defined in physical terms is not the same as simplicity as defined from an evolutionary point of view. For example, a square is physically a less complex stimulus than a face, yet the latter is evolutionarily more functional and thus "simpler" than the former. Of course, the overall goal is to apply to the study of complex cases methodological imperatives similar to those applied to the study of simple stimulus combinations in the past. Conversely, the investigation of more complex cases may illuminate important issues that await discussion for the simple cases. One such issue is the need to avoid interference from perceptual strategies of the observer; and this concern is equally relevant for the simple and the more complex cases.

We can approach the issue of constraints by asking what makes the more complex cases different from the better known, simpler ones. For this purpose we introduce a distinction between pairings based on space-time coordinates and those primarily based on event identity (Bertelson \& de Gelder, 2003; de Gelder \& Bertelson, 2003). The phenomenon of audiovisual pairing of emotion is one example of audiovisual phenomena where pairing seems to be based on event identity, similar to audiovisual speech pairings. When event identity is at stake, cross-talk between the senses is induced not so much by the requirement that the information arrives within the same space-time window, as is typically the case in laboratory experiments with simple stimulus
pairings, but by the fact that each modality contributes to event identification. Recognition of event identity is thus an important ingredient of multisensory perception of complex stimulus pairings. Of course, dependence on time makes good functional sense, even when identity plays an important role. For example, synchrony plays a role in audiovisual speech integration (Bertelson, Vroomen, \& de Gelder, 1997; Massaro \& Egan, 1996; Munhall, Gribble, Sacco, \& Ward, 1996). How temporal and spatial factors interact with contraints on pairing that have their basis in recognition of meaningful events is a topic for future research (de Gelder, 2000; de Gelder \& Bertelson, 2003; Frissen \& de Gelder, 2002).
A mention of the processes involved in recognition of event identity brings to the foreground higher cognitive processes, which play a more important role in complex event recognition. The multisensory perception of event identity depends to some extent on the perceiver's cognitive and emotional state. For instance, integration might depend on the viewer's beliefs about the likelihood that stimuli originated in a single object, or might even be related to the broader cognitive or motivational context in which the stimuli are presented. Such subjective biases would conflict with a major motivation for studying audiovisual integration, which is that it reflects truly perceptual, automatic, and mandatory processes that are not influenced by an observer's strategies or task settings (for recent discussions see Bertelson, 1999; Bertelson \& de Gelder, 2003; Pylyshyn, 1999).

Fortunately, a wealth of recent empirical data supports the notion that stimuli that carry emotional information are perceived nonconsciously. Of course, this perceptual kernel can be integrated in later, more cognitive elaborations (LeDoux, 1996), and according to some definitions, emotions do indeed reflect higher cognitive states. This relation indicates that recognition of emotion has a perceptual basis that is insulated from subjective experience, just as, for example, the perception of color has a perceptual basis. For example, we now know that recognition of emotional stimuli proceeds in the absence of awareness (e.g., Morris, Ohman, \& Dolan, 1999; Whalen et al., 1998) and, even more radically, in the absence of primary visual cortex (de Gelder, Pourtois, van Raamsdonk, Vroomen, \& Weiskrantz, 2001; de Gelder, Vroomen, Pourtois, \& Weiskrantz, 1999). The fact that facial expressions are perceived in a mandatory way is thus a good starting point for investigating whether presenting a facial expression together with an affective tone of voice will have an automatic and mandatory effect on perceptual processes in the auditory modality.

To summarize our discussion to this point, from th: perspective of the brain's evolutionary history, auditory and visual expressions of emotion are simple stimut that can be processed independently of subjective cont sciousness. Against this background it appears plaunbie that audiovisual pairing of emotional stimuli procerete in an automatic and mandatory way even if idenery plays an important role in this kind of multisensent event.

Before reviewing the research on this phenomenof we wish to clarify the distinction between the multixert sory perception of emotion, on the one hand, and on the other, similarities in the perception of emotion inve sual and auditory modalities. As a first approach. we contrast the specific issues related to the perception of multisensory affect with studies that have investigatet similarities between perceiving emotion in either the auditory or the visual modality.

## Correspondences between perceiving emotion in faces and voices

The overwhelming majority or studies on human emo tion recognition have used facial expressions (for are cent overview, see Adolphs, 2002; see also Adolphis Damasio, Tranel, \& Damasio, 1996), but only a few sturl. ies have studied how emotion in the voice is perceived (see Ross, 2000, for a review). Researchers have been interested in finding similarities between face and volice recognition and in acquiring empirical evidence for the existence of a common, abstract processing locis that would be shared by visual and auditory affective processes alike (Borod et al., 2000; Van Lancker \& Canter, 1982). In support of this perspective; patients with visual impairments were tested for residual auditory abilities, and vice versa. For some time this researeli was also conducted within a framework of hemispheric differences, and evidence was adduced for right hemispheric involvement in the perception of facial and vocal expressions. More specific questions targeting individual emotions came to the fore as it became increasingly clear that different types (positive vs. negative) and different kinds of emotions (e.g., fear vs. happiness) are subserved by different subsystems of the brain (Adolphs et al., 1996).
It is fair to say that at present, there is no consensus on the existence of a dedicated functional and neuroanatomical locus where both facial and vocal expressions might be processed, A strong case was initially made for a role of the amygdala in recognizing facial as well as vocal expressions of fear, but so far studies have not yielded consistent results (Scott et al., 1997; but see Adolphs \& Tranel, 1999; Anderson \& Phelps, 1998).

Moreover, researchers have usually approached the issue of a common functional and possibly neuroanatomical basis for recognition of vocal and facial expressions by looking for correlations (Borod et al., 2000). But such data are not directly useful to understanding how, when both the face and the voice are present (as is often the case in natural conditions), the two information streams are actually integrated. Whether or not amodal or abstract representation systems exist that use representations that transcend either modality (but that can be shared by both, and thereby play a role in processing auditory as well as visual information) is at present an empirical question. It is also worth noting that the issue of a common basis reappears in a very different context, as we will see when discussing models of audiovisual integration.

## Behavioral experiments measuring cross-modal bias between facial and vocal expressions: A first review and some methodological issues

In our first behavioral studies of intersensory perception of affect, we adapted a paradigm frequently used in studies of audiovisual speech (Massaro, 1998). We combined a facial expression with a short auditory vocal segment and instructed participants to attend to and categorize either the face or the voice, depending on the condition. These experiments provided clear evidence that an emotional voice expression that is irrelevant for the task at hand can influence the categorization of a facial expression presented simultaneously (de Gelder, Vroomen, \& Teunisse, 1995). Specifically, participants categorizing a happy or fearful facial expression were systematically influenced by the expression of the voice (e.g., the face was judged as less fearful if the voice sounded happy) (Fig. 36.1). Massaro and Egan (1996) obtained similar results using a synthetic facial expression paired with a vocal expression. Subsequently we explored the situation in which participants were asked to ignore the face but had to rate the expression of the voice. A very similar cross-modal effect was observed for recognition of the emotional expression in the voice (de Gelder \& Vroomen, 2000, Experiment 3). The effect of the face on voice recognition disappeared when facial images were presented upside down, adding further proof that the facial expression was the critical variable (de Gelder, Proomen, \& Bertelson, 1998). It is worth noting that these bias effects were obtained with stimulus pairs consisting of a static face and a vocal expression. With the exteption of one behavioral study done in a cortically blind patient, in which we used short video clips with mismatched voice fragments (de Gelder, Pourtois, Vroomen, \& Weiskrantz, 1999), all effects were obtained


Figure 36.1 Behavioral results. A cross-modal bias effect from the voice to the face is indicated by a systematic response bias toward the concurrent tone of voice when participants were asked to judge the emotion in the face.
with static facial images. One might object that such pairs are not entirely ecological, because in naturalistic situations the voice one hears belongs to a moving face. But support for the use of static stimuli is provided by studies indicating that the perception of emotion in faces is linked to processes inducing imitation (Dimberg, Thunberg, \& Elmehed, 2000) and experiencing of the emotion (Adolphs, Damasio, Tranel, Cooper, \& Damasio, 2000).

In the behavioral experiments, we used the paradigm of cross-modal bias, one of the few classical paradigms known to provide evidence for intersensory integration. (Other useful paradigms include the study of aftereffects and of intersensory fusion; for a discussion, see Bertelson, 1999; Bertelson \& de Gelder, 2003.) Crossmodal bias measures the on-line effect of intersensory conflict on the task-relevant input modality; in other words, it measures how processing in the task-relevant modality is biased in the direction of the information presented in the other modality. As such, it is a measure of on-line conflict resolution. In contrast, studies of aftereffects investigate the consequences of intersensory conflict resolution by observing how perception in one modality is more or less permanently changed as a consequence of intersensory conflict. A major advantage of this approach is its robustness in the light of possible confounds. When measuring aftereffects one need be much less concerned with the possibility that the results are contaminated by the perceiver's perceptual bias.

Until now, aftereffects were exclusively measured in studies of spatial and temporal aspects of intersensory conflict. Only recently was the methodology applied successfully to the study of conflict at the level of stimulus identity for speech (Bertelson, Vroomen, \& de Gelder, 2003). Because of its robustness, it is also a good tool for studying other situations of cross-talk between the senses due to presumed event identity effects. We are currently exploring the aftereffects of exposure to audiovisual conflict in affective pairs.
In cross-modal bias paradigms, the behavioral measures are accuracy and latency (see Massaro, 1999, for a full discussion). These measures can be influenced by factors such as attention, task demands, or subjective response bias. The situation of multisensory paradigms is quite similar to that used in studies of the redundant target effect (Miller, 1982, 1986). In both cases the experimenter measures the impact of a task-irrelevant secondary stimulus on the accuracy and latency of performance. By themselves, differences in either measure are not sufficient to demonstrate that multisensory integration has occurred and that performance primarily reflects the observer's experience of a single percept. Moreover, the typical effects on behavior of the presentation of a secondary stimulus as manifested in latency and accuracy are also observed when two stimuli are presented simultaneously and the secondary stimulus is presented in the same modality as the target. This is typically the case when a secondary visual stimulus is presented together with a primary visual stimulus. It is difficult to decide whether the observed behavioral effects reflect multisensory perceptual integration or instead are due to the influence of the secondary stimulus on how the task is performed. Unfortunately, such matters cannot be resolved by showing that the data fit a mathematical model, such as the FMLP (Massaro \& Egan, 1996). More generally, such models do not distinguish well between effects that result from early integration and late decision-based ones (de Gelder \& Vroomen, 2000). Behavioral methods need to be applied in concert with neurophysiological methods to make progress here.

## A role for attention in audiovisual emotion perception

Cognitive theories of attention, like the one defended by Treisman (1996), predict that attention plays a critical role in combining isolated cues present in different modalities, thus making attention the prime candidate for bringing about intersensory integration. In other words, if attention plays a critical role, we would no longer observe a cross-modal bias when subjects are
entirely focused on the task related to one modality and not paying attention to information in the other modall ity that is irrelevant to the task at hand. When this is indeed the case, it follows that for some intersensory processes, which one would then want to qualify as gen. uinely perceptual, attention does not play a critical role in bringing about integration or explaining its effects: In other words, if cross-modal integration of affective information is a truly automatic process, it should tale place regardless of the demands of an additional task Indeed, independence from demands on attentional capacity has long been one of the defining characterixtics of "automatic" processes (see Shiffrin \& Schneider, 1977). For example, we considered the role of either exogenous (reflexive, involuntary) or endogenous (voluntary) attention in ventriloquism. We found no evidence that either played a role in sound to visual location at traction (Bertelson, Vroomen, de Gelder, \& Driver, 2000: Vroomen, Bertelson, \& de Gelder, 2001).

To address whether attention plays a causal role in bringing about multisensory integration, one should re ally ask whether, if participants had to judge the voice, there would be a cross-modal effect from the facial to the vocal judgments if the face were not attended to. Recent research on attention has shown that irrelevant visual stimuli may be particularly hard to ignore under "low-load" attention conditions, yet they can be successfully ignored under higher-load conditions in which the specified task consumes more attentional capacity (e.g. Lavie, 1995, 2000). The facial expression in de Gelder and Vroomen's study (2000, Experiment 3), although irrelevant for the task, in which participants were required to judge emotion in the voice, might therefore have been unusually hard to ignore, due to the low-load attention of the task situation (the face was the only visual stimulus present, and the only task requirement was categorization of the voice). It is thus possible that the influence of the seen facial expression on judgments of the emotional tone of a heard voice would be eliminated under conditions of higher attentional load (e.g., with additional visual stimuli present and with a demanding additional task).

Attention as a possible binding factor was studied in a dual-task format in which we asked whether cross-modal integration of affective information would suffer when a demanding task had to be performed concurrently (Vroomen, Driver, \& de Gelder, 2001). A positive result, meaning an effect of attentional load on the degree of integration taking place, would suggest that attentional resources are required for cross-modal integration of emotion to occur. If, on the other hand, a competing task did not influence performance, it is reasonably safe to assume that cross-modal interactions do not require
attentional resources (Kahneman, 1973). Thus, we measured the influence of a visible static facial expression on judgments of the emotional tone of a voice (as in de Gelder \& Vroomen, 2000) while varying attentional demands by presenting participants with an additional attention-capturing task.

A general concern in applying the dual-task method is whether tasks compete for the same pool of resources or whether there are multiple resource pools each of which deals separately with the various cognitive and perceptual aspects of the two tasks (Wickens, 1984). When tasks do not interfere, it may be that one of the tasks (or both) does not require any attentional resources (i.e., they are performed automatically), or it may be that they draw on different resource pools. To distinguish between these alternatives, we varied the nature of the additional task. If none of the different tasks interfered with the cross-modal interactions, this result would suggest that the cross-modal effect itself does not require attention. Participants judged whether a voice expressed happiness or fear while trying to ignore a concurrently presented static facial expression. As an additional task, participants were instructed to add two numbers together rapidly (Experiment 1), or to count the occurrences of a target digit in a rapid serial visual presentation (Experiment 2), or judge the pitch of a tone as high or low (Experiment 3). The face had an impact on judgments of the heard voice emotion in all experiments. This cross-modal effect was independent of whether or not subjects performed a demanding additional task. This result indicates that the integration of visual and auditory information about emotions is a mandatory process, unconstrained by attentional resources. It is also worth pointing out at this stage that in order to rule out response bias in later studies, we used an orthogonal task, for example sex classification, which did not require attending to the emotional content.

Recent neurophysiological techniques provide means of looking at intersensory fusion before its effects are manifest in behavior. Each of these methods has its limits. Theoretical conclusions that strive to be general and to transcend particular techniques, whether behavforal or neurophysiological, about multisensory perception require convergence from different methods. (For example, it is still difficult to relate a measure such as a gain in latency observed in behavioral studies and an increase in blood-oxygen-level-dependent [BOLD] signal measured on functional magnetic resonance imaging (fMRI), or the degree of cell firing and degree of BOLD signal.) Our first studies used electroencephalographic (EEG) recordings to acquire insight into the time course of integration. Our goal was to reduce the role of attention and of stimulus
awareness through the use of indirect tasks. The focus on early effects and the selective study of clinical populations with specific deficits helped to clarify some central aspects of automatic multisensory perception of affect.

## Electrophysiological studies of the time course of multisensory affect perception

Toinvestigate the time course of face-voice integration of emotion, we exploited the high temporal resolution provided by event-related brain potentials (ERPs) and explored its neuroanatomical location using source localization models. Electrophysiological studies (either EEG or MEG) of multisensory perception have indicated large amplitude effects, sometimes consisting in an increase and at other times in a decrease of early exogenous components such as the auditory N1 or the visual P1 component (each generated around 100 ms for stimulus presentation in their respective modality) during presentation of multisensory stimuli (Foxe et al., 2000; Giard \& Peronnet, 1999; Raij, Uutela, \& Hari, 2000; Rockland \& Ojima, 2003; Sams et al., 1991). Amplification of the neural signal in modality-specific cortex is thought to reflect an electrophysiological correlate of intersensory integration and has been observed when responses to multisensory presentations are compared with responses to the single-modality presentations individually. On the other hand, a decrease in amplitude is sometimes observed when the comparison focuses specifically on the contrast between congruent versus incongruent bimodal conditions (de Gelder, Pourtois, \& Weiskrantz, 2002).

In our first study we used the phenomenon of mismatch negativity (MMN; Näätänen, 1992) as a means of tracing the time course of the combination of the affective tone of voice with information provided by the expression of the face (de Gelder, Böcker, Tuomainen, Hensen, \& Vroomen, 1999). In the standard condition subjects were presented with concurrent voice and face stimuli with identical affective content (a fearful face paired with a fearful voice). On the anomalous trials the vocal expression was accompanied by a face with an incongruent expression. We reasoned that if the system was tuned to combine these inputs, as was suggested by our behavioral experiments, and if integration is reflected by an influence of the face on how the voice is processed, this would be apparent in some auditory ERP components. Our results indicated that when presentations of a voice-face pair with the same expression were followed by presentation of a pair in which the voice stimulus was the same but the facial expression was different, an early ( 170 ms ) deviant response with


Figure 36.2 EEG results. (A) The grand averaged deviant standard difference wave of the auditory brain potential for both congruent (thin line) and incongruent (thick line) facevoice pairs. Surplus negativity evoked by the deviant stimulus pair is plotted upward. The vertical bar on the $x$-axis indicates the onset of the auditory stimulus. Amplitude $(\mu \mathrm{V})$ is plotted on the $y$-axis. ( $B$ ) The isopotential map $(0.1 \mu \mathrm{~V}$ between lines; shaded area negative) at 178 ms , showing the scalp distribution of the mismatch negativity (MMN) for voices with congruent and incongruent faces.
frontal topography was elicited (Fig. 36.2). This response strongly resembles the MMN , which is typically associated with a change (whether in intensity, duration or location) in a train of standard, repetitive auditory stimuli (Näätänen, 1992). Our results are consistent with previous EEG results (Surakka, TenhunenEskelinen, Hietanen, \& Sams, 1998) showing that pitch MMN may be influenced by the simultaneous presentation of positive nonfacial stimuli (colored light flashes).

Converging evidence for the integrated perception of facial expressions and spoken sentence fragments was provided in a follow-up EEG study (Pourtois, de Gelder, Vroomen, Rossion, \& Crommelinck, 2000) in which we measured the early effects of adding a facial expression to a sentence fragment spoken in an emotional tone of voice. Significant increases in the amplitude of P1 and auditory N200 were obtained for congruent face-voice pairs but not for incongruent ones, or for pairs in which the face was presented upside down. In a subsequent study (Pourtois, Debatisse, Despland, \& de Gelder, 2002), we showed that congruent face-voice pairs elicited an earlier P2b component (the P2b component follows the auditory P2 exogenous component with a more posterior topography) than incongruent
pairs (Fig. 36.3; Color Plate 17). This result suggern that the processing of affective prosody is delayed in the presence of an incongruent facial context. The tempor ral and topographical properties of the P2b component suggest that this component does not overlap with EEC? components (e.g., the N2-P3 complex) known to be involved in cognitive processes at later decisional stages. Source localization carried out on the time window of the P 2 b component disclosed a single dipole solution in anterior cingulate cortex, an area selectively implicated in processing congruency or conflict between stimul (MacLeod \& MacDonald, 2000). The contribution of anterior cingulate cortex in dealing with perceptual and cognitive congruency has been shown in many pre vious brain imaging studies (Cabeza \& Nyberg, 2000) The anterior cingulate is also one of the areas strongly associated with human motivational and emotion processes (Mesulam, 1998).

## Neuroanatomy of audiovisual perception of emotion

There are as yet only few general theoretical suggestions in the literature concerning the neuroanatomical correlates of multisensory integration (e.g., Damasio, 1989 ; Ettlinger \& Wilson, 1990; Mesulam, 1998). Recent studies have considered a variety of audiovisual situations, including arbitrarily associated pairs (Fuster, Bodner, \& Kroger, 2000; Giard \& Peronnet, 1999; Schröger \& Widmann, 1998), naturalistic pairs, such as audiovisual speech pairs (Calvert et al., 1999; Raij et al., 2000), and audiovisual affect pairs (de Gelder, Böcker, et al., 1999; Dolan, Morris, \& de Gelder, 2001; Pourtois et al., 2000).

Our first study directly addressing the audiovisual integration of emotion with brain imaging methods (fMRI) suggested that an important element of a mech* anism for such cross-modal binding in the case of fearful face-voice pairs is be found in the amygdala (Dolan et al., 2001). In this study, subjects heard auditory frag. ments paired with either a congruent or an incongruent facial expression (happiness or fearfulness) and were instructed to judge the emotion from the face. When fearful faces were accompanied by short sentence fragments spoken in a fearful tone of voice, an increase in activation was observed in the amygdala (Fig. 36.4; Color Plate 18) and the fusiform gyrus. The increased amygdala activation suggests binding of face and voice expressions (Goulet \& Murray, 2001), but further research is needed to investigate the underlying mechanism. Unlike in our behavioral studies, no advantage was observed for happy pairs. This could suggest that the rapid integration across modalities is not as automatic for happy expressions as it is for fear signals.


Figure 36.3 EEG results. Grand averaged auditory waveforms at the CPz electrode measured during the presentation of congruent and incongruent audiovisual stimulus pairs (and corresponding topographies at 224 ms and 242 ms in the congruent and incongruent condition, respectively). Auditory processing is delayed in time by around 220 ms when realized under an incon-
gruent visual context. (See Color Plate 17.)

More generally, such a finding is consistent with increasing awareness of the neurobiological specificity of each emotion.
In a follow-up study (Pourtois, de Gelder, Bol, \& Crommelinck, 2003) performed using $\mathrm{H}_{2}^{15} \mathrm{O}$ PET, we compared activations to unimodal stimuli and to bimodal pairs in order to find areas specifically involved in audiovisual integration. We also investigated whether activation in heteromodal areas would be accompanied by increased activation in modality-specific cortices (such as the primary auditory cortex or primary visual cortex). The latter phenomenon has been reported previously and can tentatively be viewed as a downstream consequence in modality-specific cortex of multisensory integration (see Calvert, Campbell, \& Brammer, 2000; de Gelder, 2000; Dolan et al., 2001; Driver \& Spence, 2000; Macaluso, Frith, \& Driver, 2000). Such feedback or top-down modulations could be the correlate of the well-known cross-modal bias effects typically observed in behavioral studies of audiovisual
perception (Bertelson, 1999; Bertelson \& de Gelder, 2003). But some of these effects might in part depend on attention to the task-related modality. The fact that attentional demands can modulate the effects of multisensory integration is still entirely consistent with the notion that attention itself is not the basis of intersensory integration (for discussion, see Bertelson et al., 2000; de Gelder, 2000; McDonald, Teder-Sälejärvi, \& Ward, 2001; Vroomen, Bertelson, et al., 2001, for a discussion). To avoid attentional modulation, we used a gender decision task that does not require attention to the emotion expressed, whether in the voice, the face, or both. Our main results suggest that the perception of audiovisual emotions activates a cortical region situated in the left middle temporal gyrus (MTG) and the left anterior fusiform gyrus (Fig. 36.5; Color Plate 19). The MTG has already been shown to be involved in multisensory integration (Streicher \& Ettlinger, 1987) and has been described as a convergence region between multiple modalities (Damasio, 1989; Mesulam, 1998).


FIGURE 36.4 fMRI results. A statistical parametric map shows an enhanced response in the left amygdala in response to congris ent fearful faces plus fearful voices. Condition: H, happy; F, fearful. (See Color Plate 18.)

Activation of the fusiform gyrus is consistent with the results of our previous fMRI study (Dolan et al., 2001) of recognition of facial expression paired with tones of voice. Interestingly, our results showed that within the left MTG (BA 21), there was no difference between visual and auditory levels of activation, but instead there was a significant increase for the audiovisual condition compared with the unimodal conditions. Of note, activation in the left MTG did not correspond to an increase in regional cerebral blood flow (rCBF) in regions that are modality-specific. Moreover, activations were also observed separately for the two emotions when visual and auditory stimuli were presented concurrently. "Happy" audiovisual trials activate different frontal and prefrontal regions (BA 8, 9, 10, and 46) that are all lateralized in the left hemisphere, while audiovisual "fear" activates the superior temporal gyrus in the right hemisphere, confirming strong hemispheric asymmetries in the processing of positively (pleasant)
versus negatively (unpleasant) valenced stimuli (see Davidson \& Irwin, 1999, for a review).

An intriguing possibility is that presentation in one modality activates areas typically associated with stimula tion in the other modality. For example, using fMRI we investigated auditory sadness and observed strong and specific orbitofrontal activity. Moreover, in line with the possibility just raised, among the observed foci there was strong activation of the left fusiform gyrus, an area typically devoted to face processing, following presentation of sad voices (Malik, de Gelder, \& Breiter, in prep.). A similar effect was oberved by Calvert and collaborators studying audiovisual speech. They found activation of auditory cortex following presentation of silent speech movements (Calvert et al., 1997). For the case of emotion, such effects also make sense when one takes into account that sensorimotor cortex plays a role in the perception of emotional expressions of the face (Adolphs, 2002).


Thgure 36.5 PET results. Coronal, axial, and sagittal PET sections showing significant activation of a multisensory region in the left middle temporal gyrus ( $-52 x,-30 y,-12 z$ ) in eight normal subjects during audiovisual trials (happy and fearful emotions) compared with unimodal trials (Visual + Auditory). (See Color Plate 19.)

Much more research is needed before we can begin to understand what is common to the different instances of audiovisual integration. A small number of candidate areas for audiovisual integration have been reported so far, but it is difficult to generalize from the available evidence. Comparisons are also complicated by differences in paradigms, in the choice of baseline, and in the use of different control conditions in each of these studies. For example, arbitrary audiovisual pairs have been used as a control condition for audiovisual speech pairs (Raij et al., 2000; Sams et al., 1991), but other studies have used meaningless grimaces (Calvert et al., 1997). In other studies the sum of unimodal activation in each modality has been used as a baseline (Calvert et al., 2000). Also, different analytic strategies
are available, such as strategies that contrast unimodal versus multimodal situations or bimodal congruent situations with bimodal incongruent ones.

## Selectivity in audiovisual affect pairing

How selective is the pairing mechanism underlying pairings in which event identity plays a critical role? So far we have mentioned studies of audiovisual affect in which the visual stimuli consisted of facial expressions. Such pairings are based on congruence in stimulus identitythat is, emotional meaning-across the two input modalities. However, other visual stimuli, such as objects and pictures of visual scenes, also carry affective information and are equally conspicuous in the daily environment.

Similarly, there are other sources of auditory affect information besides affective prosody, the most obvious candidates being word meaning and nonverbal auditory signals. If semantic relationship were the only determinant of identity-based pairings, either of those visual inputs should combine with either of those two alternative auditory messages. Selectivity is an important issue for identity pairings, and learning more about it should reveal important insights into the biological basis of multisensory perception. On the other hand, we do not know to what extent the familiar boundaries of our own species are the limits of our biological endowment. For example, for human observers, the facial expressions of higher apes might bind more easily with vocalizations than visual scenes do because vocalizations share more biologically relevant properties with human faces (de Gelder, van Ommeren, \& Frissen, 2003).
The matter of selectivity has recently been investigated in a number of ways. In one ERP study, the possible biological basis of identity pairings was explored by contrasting two kinds of auditory components, prosodic and semantic, for the same visual stimulus. Our goal was to find indicators for the difference between the two kinds of auditory stimuli combined with the same visual stimulus. We contrasted the impact of affective prosody (Prosodic condition) versus word meaning (Semantic condition) of a spoken word on the way a facial expression was processed. To test for the presence of specific audiovisual responses in the EEG at the level of the scalp, we compared ERPs to audiovisual trials (AV) with brain responses for visual plus auditory stimuli trials $(\mathrm{A}+\mathrm{V})$ (Barth, Goldberg, Brett, \& Di, 1995). Subjects performed a gender discrimination task chosen because it was unrelated to the effects studied. In both conditions, ERPs for AV trials were higher in amplitude than ERPs for $A+V$ trials. This amplification effect was manifested for early peaks with a central topography, such as N1 (at 110 ms ), P2 (at 200 ms ), and N2 (at 250 ms ). However, our results indicated that the time course of responses face-voice pairings differs from that of responses to face-word pairings. The important finding was that the amplification effect observed for AV trials occurred earlier for face-voice pairings than for face-word parings. The amplification effect associated with AV presentations and manifested at the level of the scalp was already observed at around 110 ms in the Prosodic condition, whereas this effect was at its maximum later (around 200 ms ) in the Semantic condition. These results suggest different nonoverlapping time courses for affective prosodic pairing versus semantic word pairing.
We subsequently addressed the same issue using a different technique, single-pulse transcranial magnetic
stimulation (TMS) (Pourtois \& de Gelder, 2002). Two types of stimulus pairs were compared, one consistiny of arbitrary paired stimuli in which the pairing w: learned, and the other consisting of natural pairings as: described above. Participants were trained on the two types of pairs to ensure that the same level of pertin: mance was obtained for both. Our hypothesis was that TMS would interfere with cross-modal bias obtainet with meaningless shape-tone pairs (Learned condition) but not with the cross-modal bias effect of voiceflase pairs (Natural condition). Single-pulse TMS applied over the left posterior parietal cortex at $50,100,150$. and 200 ms disrupted integration at 150 ms and latert but only for the learned pairs. Our results suggest that content specificity as manipulated here could be att important determinant of audiovisual integration (Fig. 36.6; Color Plate 20). Such a position is consistent with some recent results indicating domain specific sites of intersensory integration. Content is likely to repre sent an important constraint on audiovisual integration.

A different way of investigating selectivity is by look ing at possible contrasts between pairings that are pre sented under conditions of normal stimulus awarenese and outside the scope of visual consciousness. This ap proach might be particularly sensitive to the contrat between facial expressions and emotional scenes, given the special evolutionary status of faces. We commenton this research line in the next section, in a discussion on consciousness.

## Qualitative differences between conscious and nonconscious audiovisual perception

An important aspect of audiovisual integration is the role of stimulus awareness. This is also a dimension that has so far rarely been considered but that appears important in light of findings about the unconscious processing of facial expressions (de Gelder, Vroomen, et al., 1999; Morris et al., 1999; Whalen etal., 1998). If we can obtain evidence that unseen stimuli, or at least stimuli the observer is not aware of, still exert a cross-modal bias, then the case for an automatic, mandatory perceptual phenomenon is even stronger. By the same token, the requirement that audiovisual bias should be studied in situations that are minimally transparent to the observer is met equally well when observers are unaware of the second element of the stimulus pair. Patients with visual agnosia that includes an inability to recognize facial expressions pose a unique opportunity for investigating this issue. We studied a patient with visual agnosia and severe facial recognition problems due to bilateral occipitotemporal damage (Bartolomeo etal., 1998; de Gelder, Pourtois, Vroomen, \& Bachoud-Levi, 2000; Peterson,


Figure 36.6 Results of the TMS experiment. Response times are plotted as a function of the SOA between stimulus presentation and pulse deliverance (a single pulse was delivered $50,100,150$, or 200 ms after stimulus presentation) when TMS is applied over the left posterior parietal cortex. In the Learned condition (burst tone paired with geometrical figure), there was significant interaction between Modality $\times$ SOA, indicating that audiovisual trials are not faster than visual trials at 200 ms . In the Natural condition (tone of voice paired with facial expression), the interaction Modality $\times \mathrm{SOA}$ is not significant. (See Color Plate 20.)
de Gelder, Rapcsak, Gerhardstein, \& Bachoud-Levi, 2000). Her recognition of facial expressions is almost completely lost, although recognition of emotions in voices is intact. This combination allowed us to look at spared covert recognition of facial expressions, as we could use a cross-modal bias paradigm. With this indirect testing method we found clear evidence of covert recogmition, as her recognition of emotions in the voice was systematically affected by the facial expression that accompanied the voice fragment she was rating (de Gelder etal., 2000).

Patients with hemianopia but who have retained some residual visual abilities (see Weiskrantz, 1986, 1997) offer an even more radical opportunity to study audiovisual integration under conditions in which there was no awareness of the stimuli presented. Moreover, such cases offer a window onto the neuroanatomy of nonconscious visual processes and the role of striate cortex in visual awareness. Phenomenologically, these patients manifest the same pattern as patients with ntisual agnosia, because in both cases, conscious recognition of the facial expression is impaired. In the hemianopic patient G. Y. we found behavioral and electrophysiological evidence for a cross-modal bias of unseen fracial expressions on processing of the emotion in the woice (de Gelder, Vroomen, \& Pourtois, 2001). More recently we looked at a possible interaction between awareness and type of audiovisual pairing (de Gelder etal., 2002). For this purpose we designed two types of pairs, each with a different visual component. One type
of pair consisted of facial expression/voice pairs and the other type consisted of emotional scene/voice pairs. In this study, the face/voice pairs figured as the natural pairings and the scene/voice pairs as the semantic ones. Intersensory integration was studied in two hemianopic patients with a complete unilateral lesion of the primary visual cortex. ERPs were measured in these two patients, and we compared the pattern obtained in the intact hemisphere, with patients conscious of the visual stimuli, with that obtained in the blind hemisphere, where there was no visual awareness. We explored the hypothesis that unlike natural pairings, semantic pairings might require conscious perception and mediation by intact visual cortex (possibly based on feedback to primary cortex from higher cognitive processes). Our results indicate that adding visual affective information to the voice results in an amplitude increase of auditory-evoked potentials, an effect that obtains for both natural and semantic pairings in the intact field but is limited to the natural pairings in the blind field (Fig. 36.7; Color Plate 21). These results are in line with previous studies that have provided evidence in favor of qualitatively different processing systems for conscious and nonconscious perception (LeDoux, 1996; Weiskrantz, 1997).

With the possibility of different systems for conscious and nonconscious processes, some novel and intriguing possibilities arise. First, it is in principle possible that conflicts between the two systems could arise when two different stimuli are simultaneously presented in the

FIGURE 36.7 EEG results in a hemianopic patient with a complete unilateral lesion of the primary visual cortex. Shown are grand averaged auditory waveforms and cor-
 hemifield (left/blind vs. right/intact). Congruent pairs elicited a higher auditory N1 component than incongruent (N1 and P2 components), the time interval is 20 ms and
blind field and in the intact field. Second, different integration effects might obtain for conscious and nonconscious presentation of visual stimuli, and integration effects might obtain for the former but not for the latter. We began to explore such situations by taking advantage of the blindsight phenomenon. Participants were presented with visual stimuli (either faces or scenes) and auditory stimuli. Only amygdala responses to faces (and not scenes) are enhanced by congruent voices (in either the intact or the blind field). There are enhanced fusiform responses to faces (but not to scenes) with congruent voices (as in de Gelder et al., 2002). When looking at blind versus intact differences there are activations of superior colliculus (SC) for blind fearful faces (but not for blind fearful scenes). Fusiform responses are enhanced more by congruent voice-face pairings in the intact field than in the blind field. But the SC activation in response to fearful faces is enhanced by congruency between voices and faces, and the enhancement is greater for presentation in the blind field than for presentation in the intact field (de Gelder, Morris, \& Dolan, in prep.). These results indicate that awareness of the stimulus plays an important role in the pairings obtained. This aspect warrants more attention in other areas of multisensory research.

## Models for multisensory perception of affect

So far, our studies have explored the perceptual dimension of multisensory affect perception mainly by trying to rule out postperceptual biases. If we take audiovisual speech as the closest example at hand, it is fair to say that at present, a number of different models of integration can be envisaged (Summerfield, 1987), without any compelling arguments in favor of any of them. More research is needed before some theoretical models offered for audiovisual speech can be completely tuled out for the case of audiovisual emotion. For example, we have distinguished between the traditional problem of finding parallels between facial and vocal expression deficits. Although these are two different issues, we do not rule out that emotional face- and voicerecognition processes might have a lot in common. Nor can one rule out at present a second theoretical possibility, which assumes recoding of one of the input representations into the format of the other (e.g., visual representations recoded into auditory ones). Likewise, we must still consider that both sensory representations are recoded into a supramodal abstract representation *ystem (Farah, Wong, Monheit, \& Morrow, 1989). A complicating factor that is specific to the case of audio-- visual affect is that the integration mechanism might be sensitive to the specific affective content, such that the
mechanism for fear integration might actually be different from that for sad or happy pairings. For example, we observed an increase in amygdala activation for fearful voice-face combinations but not for happy ones (Dolan et al., 2001). Converging evidence from different methods is needed to make some progress in understanding these complex issues.

One reason why we became interested in the issue of selectivity of pairings is that it might provide cues as to the underpinnings of emotional perception. Would a special status of voice-face pairs indicate that there exists a specific functional underpinning for this kind of pair? According to this view, scene-voice pairs, sceneword pairings, or face-word pairs would have different characteristics than face-voice pairs. One possible interpretation, although a rather speculative one, for the special status of the voice prosody-face pairings is that they are mediated by action schemes (de Gelder \& Bertelson, 2003). The analogy that comes to mind here is that of articulatory representation or phonetic gestures, in the sense of abstract representations that figure in the description of auditorily transmitted as well as visually transmitted speech. Ultimately, a notion of motor schemes could be developed along similar lines as was done for the motor theory of speech perception (Liberman \& Mattingly, 1985). This action framework suggests an interesting interpretation for the special status of some kinds of audiovisual pairings. Some stimulus combinations make pairings that are always congruent when they occur in naturalistic circumstances. They are so tightly linked that a special effort is needed in the laboratory to separate them and to rearrange the pairings into incongruent combinations for the purpose of experiments. We have used the notion of biologically determined (de Gelder \& Bertelson, 2003) or of naturalistic pairings (Pourtois \& de Gelder, 2002) to characterize that type of pairing. Which pairings are naturalistic is obviously a significant issue for future empirical research. Evolutionary arguments by themselves are too general and too open-ended to provide specific constraints on the action repertoire of an organism.

## Conclusions

Our overview of audiovisual emotion perception has brought together different topics of interest in this new field. Various themes have emerged in the course of this discussion. Some themes are methodological. An example is the need to base conclusions on converging lines of evidence obtained with different methods, such as behavioral and brain imaging studies, because these methods use different metrics. Comparing data is hard, but with progress in multimodal imaging methods, such
comparisons should become easier. Other themes that have been addressed in this chapter are more theoretical. We asked whether attention is the glue of audiovisual emotion perception, and we have described some data pointing to a negative answer. We made a beginning by distinguishing different types of audiovisual pairs as we contrasted arbitrary and natural pairs. In the category of natural emotion pairs, and in particular with respect to the auditory component, the difference between semantic and prosodic components turned out to be important. We questioned whether awareness was an important factor in audiovisual integration of emotions, and we found that in fact it was, at least in some cases. Moreover, awareness needs to be considered a critical variable for understanding the kinds of pairings obtained under different circumstances. All of these themes are important for future research on audiovisual emotion, yet none is specific to this domain. Instead, we are dealing with a phenomenon that is basic to our understanding of multisensory integration and important for the study of emotion.
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